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REVIEWER COMMENTS – 1 



 
CORRECTION FOR REVIEW 1 
Dear Reviewer, 
We appreciated very much the encouraging, critical and constructive comments on this 
manuscript by the reviewer. The comments have been very thorough and useful to improve the 



manuscript. We strongly believe that the comments and suggestions have increased the 
scientific value of revised manuscript. We are submitting the revised manuscript in response 
to all the reviewer’s comments as follows:  

Point 1: The Introduction enumerates some state-of-the-art problems on the targeted research topics. 
However, this section do not provide insights of how the proposal (which contributions are also 
enumerated) is expected to outperform previous work on such issues. 

Response 1: Thank you very much for the constructive comment, we list the issues on the state of the 
art and it is presented on page 2 

“…Each of these studies used a unique method for selecting features. Recent dataset comes with several features, 
and the assumption is some researchers use 50-100% of the total features, with complex computational time. For 
instance, Alotaibi and Alotaibi [11] used 23 from 48 features, Naaz [10] used all the features for 49, Hutchinson 
et al. [12] used 16 from 30 features, Karabatak and Mustafa [13] used 27 from 30 features, and Zaini et al. [14] 
used 15 from 30 features.  

 This paper's hypothesis is reducing low-impact features lead to simpler computation with an 
insignificant decline in the recognition rate for the web phishing dataset. “ 

Point 2: The introduction must enumerate the core contributions of the paper 

Response 2: Thank you very much for the comment. We revised the paper to show the list of 
contributions on page 2 

“In this paper, three scenarios of feature selection followed by machine learning classification.  Hence, the 
objectives and contributions of this paper are to propose the optimal feature selection scenario for detecting 
phishing websites using machine learning. We observe feature selection, and recursive feature elimination by 
gradually decreasing and making new subset features. Additionally, to conduct a comparative analysis of three 
correlation methods combined with a machine learning algorithm: Pearson, Power Predictive Score (PPS), and 
Maximal Information Coefficient (MICe) with Total Information Coefficient (TICe) on selecting features from a 
dataset. Moreover, a performance comparison of four Random Forest (RF), Support Vector Machine (SVM), 
Decision Tree (DT) and AdaBoost  algorithms on selected features is evaluated.” 

Point 3: The introduction should describe the organization of the rest of the document 

Response 3: Thank you very much for the comment, we add the organization of the paper in the last 
paragraph of introduction section as follow:  

“The remaining paper is organized as follows, the second section discuss material and methods, the result is 
presented in section 3, section 4 presents the discussion and we draw our conclusion in section 5.” 

Point 4: Why Tan's dataset is a suitable options against other OSINT related collections, also seconded 
by the research community? Please, indicate in the manuscript 

Response 4: Thank you very much for this constructive comment. Based on this comment, we decided 
to extend our experiment to the newest dataset and found the result still consistent. The correction can 
be seen in table 1. The result provided in section 4, page 14-18 

 



“Table 1. Dataset information. 

Dataset/category Features Total data Non-phishing Phishing Published 
Tan [15]/url 48 10.000 5000  5000 2018 

Hannousse et. Al [16]/url 87 11.430 5715 5715 2021 
 

 

 

 

 

 

 

 

 

Figure 3. Comparison of various machine learning algorithms for dataset 1 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 4. Comparison of various machine learning algorithms for dataset 2 

 

 

 

Point 5: Related Works may extend the table towards expressing the traceability between the proposal 
and the cited state of the art solutions. Maybe including a new row, and some additional details may 
be enough 

Response 5: Thank you very much for this constructive comment. Based on this comment, we extend 
table 2 to page 5 and add several columns to show the dataset used, best achievement by accuracy and 
methods on each paper.  
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Commented [AS1]: Tampilkan tabelnya disini 



Authors/Ye
ar 

Dataset Number of 
features 

Machine Learning 
Algorithm 

Feature Selection 
algoritm 

Accuracy 

Rao & Pais 
[35]/ 2019 

Build their 
own 
dataset 
using 
Phistank 
and Alexa 

Not stated 

RF, J48 Tree Decision, 
LR, Bayesian Network 
(BN), SVM, 
Sequential Minimal 
Optimization (SMO), 
AdaBoostM1, Multi-
Layer Perceptron 
(MLP) 

PCA-RF, obligate 
RF. PCF-RF 

performed the best 
accuracy 

Experiment 
1: 99.3% 
 
Experiment 
2: 93.19% 

Chiew et al. 
[8]/ 2019 Tan [15] 10 

PART, JRip, RF, 
SVM, NB, C4.5 

Hybrid Ensemble 
Feature Selection 
(HEFS), When 
HEFS is integrated 
with RF, the result 
outperforms 
another algorithm 

94.6% 

Salihovic et 
al. [36] / 

2019 

UCIs 
Phishing 
Websites 
Data Set 
and Spam 
Emails 
Dataset 

10 
16 

RF, K-Nearest 
Neighbor (KNN), 
SVM, LR, Artificial 
Neural Network 
(ANN), NB 

BestFirst, 
CfsSubsEvaluation 
and Ranker, 
PrincipalCompone
nts Optimization. 
Ranker + 
PrincipalCompone
nts optimization 
using RF has the 
best accuracy 

97.33% 
94.24% 

Sahingoz et 
al. [9] / 2019 

construct 
their own 
dataset 

40 
RF, DT, AdaBoost, 
SMO, NB, K-Star, 
KNN 

Feature reduction 
mechanism using 
Natural Language 
Processing (NLP) 
features based.  
RF with NLP 
features outperform 
the other 
algorithms 

97.98% 

Alotaibi & 
Alotaibi [38] 

/ 2021 
Tan [15] 23 SVM, NB, AdaBoost, 

LightGBM 

Consensus and 
majority voting 
feature selection. 
Consensus and 
voting with 
Adaboost and 
LightGMB get the 
best result 

98.63% 

Haynes et al. 
[20] / 2021 

Shirazi 
Dataset 

15 

Artificial Neural 
Network (ANN), DT, 
Gaussian NB, 
Gradient Boosting 
(GB), KNN, RF, SVC, 
SVM 

URL and HTML 
based, URL based 
only, Transformer 
(BERT, 
ELECTRA) NLP. 
BERT and 
ELECTRA using 

More than 
96% 



ANN outperform 
another method 

Al-Sarem et 
al. [39] / 

2021 

UCI 
dataset 
Tan [15] 
Mendeley 
dataset 

Not stated 
XGBoost, AdaBoost, 
RF, GradientBoost, 
Bagging, LightGBM 

Ensemble, GA-
based ensemble. 
GA-SVM 
outperforms 
another method 

97.16%, 
98.58%, 
97.39% 

 

Point 6: Overall, the paper lacks of scientific soundness. This reviewer suggests to explicitly indicate a 
research hypothesis and how it is contrasted by the empirical/analytical results. Other supportive 
inputs may be a brief description of the research objectives, assumptions, limitations, etc. 

Response 6: Thank you very much for this constructive comment. Based on this comment, we add 
research hypothesis objective, assumption and limitation on page 2 as follows:  

“.... Each of these studies used a unique method for selecting features. Recent dataset comes with several features, 
and the assumption is some researchers use 80-100% of the total features, with complex computational time. This 
paper's hypothesis is reducing low-impact features lead to simpler computation with an insignificant decline in 
the recognition rate for the web phishing dataset.  

Hence, the objectives and contributions of this paper are to propose the optimal model for detecting phishing 
websites using machine learning, feature selection, and recursive feature elimination by gradually decreasing and 
making new subset features “ 

We also provide the proof of the hypothesis on table 15, 16 and also figure 5, 6 on page 15-16 

 “..as we can see the accuracy for dataset 1, on the full features are achieved at 98% and it is decline insignificantly 
from 97% to 96% on 38, 20 features to 10 features. For dataset 2, on the full features are achieved at 96% and it 
is decline insignificantly from 96% to 95% on 77, 60, 50, 40, 30, 20 features to 10 features”. 

Point 7: A new section (for example, Discussions), may Analytically (not empirically) review the 
proposal highlights and results against the state of the art. 

Response 7: Thank you very much for this constructive comment. Based on this comment, we have 
already improved the discussion section (section 4) discuss the result and comparison three of our 
proposed approaches and comparison to the state of the art. We also identify the theoretical reason of 
the result and identify important features according to our study. We elaborate all the discussion on 
pages 15-19. 

Point 8: The conclusions may extend the suggestions for future work 

Thank you very much for this constructive comment, we add suggestion of future work based on the 
conclusion on page 18. 

“…We aware that reducing the feature will definitely reduce the amount of information and our experiment 
result shows that consequent although the gap between full features and minimum subset (10 features) is less 
than 2% of accuracy. However, if the accuracy is be-ing concerned, the option of using dimensionality reduction 
such as principle component analysis (PCA) or autoencoder would be interesting exploration. Another 



remaining problem of phishing is the evolving technique of phishing itself; therefore, exercising the new evidence 
by providing the latest dataset is always a challenge in the future.      “  

 

 



 
CORRECTION FOR REVIEW 2 
Dear Reviewer, 
We appreciated very much the encouraging, critical and constructive comments on this 
manuscript by the reviewer. The comments have been very thorough and useful to improve the 
manuscript. We strongly believe that the comments and suggestions have increased the 
scientific value of revised manuscript. We are submitting the revised manuscript in response 
to all the reviewer’s comments as follows:  
 

Point 1: The first paragraph of the Introduction contains a number of points and it would be better if 
the statements were underpinned with evidence and or extended in some way. In addition, the sentence 
relating to visually impaired people could start the second paragraph as this is important and needs 
more explanation in terms of how visually impaired people are at risk and if they are a special target 
group. It may not be a good idea to group references as the reader may wish to follow up a specific 
point and references source.  

Response 1: Thank you very much for this constructive comment, I agree and we revised the sentence 
in first paragraph on page 1. We remove the statement “visually impaired people...” and also revise the 
group reference to single reference. 

Point 2: Page 2 line 50: why are these defined as “five industries: banking, email, cloud, payment 
services, and SaaS”? Are they industries?  



Response 2: Thank you very much for this constructive comment, I agree and we revise the sentence 
in first paragraph in page 2. 

“Meanwhile, according to Phislabs' data [6], during 2019 83.9% of phishing attacked services are 
financial, email, cloud, payment, and SaaS.” 

Point 3: Page 2 line 53: what does this mean: “the website's operational lifespan is minimal”?  

Response 3: Thank you very much for this constructive comment, we revised the sentence as follows:  

“and the website's operational lifespan is limited” 

Point 4: Who is carrying out the monitoring and analysis of websites? Is it government? This is 
important and attention needs to be made to this by drawing on known examples.  

Response 4: Thank you very much for this constructive comment.  

The monitoring ana analysis is becoming concern of all the company and institution. An international 
coalition called Anti-Phishing Working group (APWG), was founded in 2003, APWG as an 
international coalition of counter-cybercrime responders, forensic investigators, law enforcement 
agencies, technology companies, financial services firms, university researchers, NGOs and multilateral 
treaty organizations operating as a non-profit organization. Its directors, managers and research fellows 
advise national and sub-national governments as well as the United Nations (Office on Drugs and 
Crime) as recognized experts (as defined by the Doha Declaration of 2010 and Salvador Declaration of 
2015) as well as multilateral bodies and organizations. We include this coalition report on page 2. 

 

Point 5: Section 2.1: the data referred to (source 11) is over two years old. Is it still relevant? Why use 
this data set? 

Response 5: Thank you very much for this constructive comment, we have decided to extend the study 
with a newer dataset. The detail of dataset is presented in table 1, the result is presented and discuss 
throughout Result and Discusion section.  

Table 1. Dataset information. 

Dataset/category Features Total data Non-phishing Phishing Published 
Tan [15]/url 48 10.000 5000  5000 2018 

Hannousse et. Al [16]/url 87 11.430 5715 5715 2021 
 

Point 6: Section 2 should contain more information about past studies using this type of methodological 
approach. This would place the present study in a better context. What were the main factors taken into 
account? What are the known drawbacks if any?  

Response 6: Thank you very much for this constructive comment. Based on this comment we extend 
table 2 to page 5, we add 2 columns to show the dataset used, best achievement and methods on each 
paper best achievement.  

Past study : Each of these studies used a unique method for selecting features. Recent datasets come 
with several features, and some researchers use 80-100% of the total features.  



This Study : This paper's hypothesis is reducing low-impact features leads to simpler computation with 
an insignificant decline in the recognition rate for the web phishing dataset. Therefore, we try to observe 
the possibility to use only 12% to 25% only and maintain high accuracy.   

 

Point 7: Section 4: Discussion is too short. Attention can be given also to the simulation approach and 
some discussion entered into. It is normal to revisit the literature and to offer explanations and insights. 
Also, what did the findings not indicate? Why was this the case.  

Response 7: Thank you very much for this constructive comment. Based on this comment, we have 
already improved the discussion section (section 4) discuss the result and comparison three of our 
proposed approaches and comparison to the state of the art. We also identify the theoretical reason of 
the result and identify important features according to our study. We elaborate all the discussion on 
pages 15-19. 

Point 8: What else does the reader need to know as regards Table 10?  

Response 8: Thank you very much for this constructive comment. This table’s number changed to Table 
17 because we added a new dataset. Table 17 shows several research that used the same dataset and 
compared the accuracy and number of features selected. 

Table 17. The studies feature set and accuracy comparison on Tan’s dataset 

No Feature Typeset Features Accuracy 
Chiew et al. [8] Full Features 48 96.17% 

 Baseline 10 94.60% 
 Full Features HEFS 30 92.40% 
 Baseline HEFS 5 93.22% 

Khan et al. [17] Full Features 48 97.87% 
 Using PCA 30 94.90% 

Dangwal et al. [18] RF 30 93.7% 
Ours Full features 48 98.1% 

 PPS Correlation Only 38 98.16% 
 PPS+RFE 30 97.96% 
 PPS+RFE 20 97.63% 
 PPS+RFE 10 96.96% 
 MICe TICe Correlation Only 38 97.86% 
 MICe TICe + RFE 30 97.53% 
 MICe TICe + RFE 20 97.53% 
 MICe TICe + RFE 10 97.06% 
 Spearman Correlation Only 38 97.86% 
 Spearman + RFE 30 97.83% 
 Spearman + RFE 20 97.6% 
 Spearman + RFE 10 96.63% 

 

Point 9: The Conclusion is rather matter of fact and should not be a summary. It needs to be more 
convincing and offer some interpretation.  

Response 9: Thank you very much for this constructive comment. Based on this comment, we have 
already improved the conclusion section.  



“In conclusion, Removal of inter-correlated features and low and negative correlation features to the 
output label leads to a better recognition rate of phishing dataset. The subset of phishing dataset 
selected with PPS+RFE scenario slightly overperforms compared to MICe TICe+RFE and 
Spearman+RFE. According to the experimental result, Random Forest (RF) achieves better accuracy in 
recognizing the phishing website in Tan's [15] and Hannousse and Yahiouche ’s [16] dataset. Our 
approach to feature selection and classification using ran-dom forest achieves slightly better accuracy 
on Tan's [15] dataset at 96,96 % of accuracy, compared to the result reported in [7] and [18] at 94,6% and 
93.7%, respectively. On Hannousse and Yahiouche's [16] dataset, our method of feature selection and 
classification using random forest also produces marginally better accuracy at 97.96% “ 

Point 10: On reflection various aspects of the paper need to be extended and developed. More needs to 
be included about machine learning capability, for example. The abstract can be reviewed for 
completeness also. 

Response 10: Thank you very much for this constructive comment. Based on this comment, we have 
revised our abstract we add our proposed approach on feature selection, our approach on machine 
learning algorithms, best achievement of accuracy on reduced features on two datasets. 

“In this work, we proposed a method that combines correlation and recursive feature elimination to 
determine which URL characteristics are useful for identifying phishing websites by gradually 
decreasing the number of features while maintaining accuracy value. In this paper, we use two datasets 
that contain 48 and 87 features. The first scenario combines power predictive score correlation and 
recursive feature elimination; the second scenario is the maximal information coefficient correlation 
and recursive feature elimination. The third scenario combines spearman correlation and recursive 
feature elimination. All three scenarios from the combined findings of the proposed methodologies 
achieve a high level of accuracy even with the smallest feature subset.”  

On methods, we add machine learning and evaluation after two round feature selection  

 

On result, an additional figure to shows the accuracy on gradually increase number of features on two 
datasets  
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Figure 3. Comparison of various machine learning algorithms for dataset 1 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 4. Comparison of various machine learning algorithms for dataset 2 

 

We add an analysis of our result and its comparison of the latest work on the same effort on the same 
dataset with different features selection and machine learning algorithm.  
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